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Abstract

We present ab initio calculations of the linear optical conductivity of heated Al at ambient

pressure and at the conditions relevant for shock melting (P ∼ 125 GPa, T ∼ 5000 K). It is

shown that the visible and near-UV optical spectrum is very sensitive to the phase (fcc solid versus

liquid) of Al for both P= 0 and 125 GPa. The ambient-P results confirm an earlier prediction and

the results of a recent experiment, while the high-(P ,T ) results allow us to conclude that in situ

measurements of optical constants should be able to diagnose the shock melting of Al.

PACS numbers: 78.20.Nv,78.30.Cp,71.22.+i,77.22.-d
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I. INTRODUCTION

The study of the optical properties of heated solids has been of particular interest over the

last fifteen years, largely because of the possibility of using optical measurements to detect

changes induced in a material by intense laser excitation [1–3]. In these studies, the material

is first heated by an ultra-short pulsed high-intensity laser, and after some time delay, the

optical spectrum is probed by a (possibly broad-band) light source. Upon application of

the pump pulse, the electrons are heated first, and after some time they exchange energy

with the cooler ions. If the fluence of the pump laser is high enough, it is possible to

induce a phase change in which the crystalline lattice of ions is eventually destabilized and

the material is left in a disordered amorphous or liquid state. At very short times after

the pump, before the ions have moved appreciably, changes in an optical spectrum can be

observed which are a result of the heated electron distribution [2, 4]. For longer delay times,

it has been shown that the linear optical absorption spectrum can exhibit dramatic changes

resulting from the ion disorder [2, 5]. These changes are particularly pronounced in the

laser excitation of semiconductors such as Si and GaAs, since the amorphous forms of these

materials are metallic, and the low-frequency optical conductivity of a metallic system is

qualitatively different from that of a semiconductor.

Optical properties should be different for ordered and disordered phases of metals as well,

though the differences may be less pronounced since both phases are metallic. An interesting

test case in this regard is aluminum. The electronic single-particle bands of fcc solid Al are

well-described by the nearly-free electron model [6, 7]. As such, it is not unreasonable to

suspect that the optical spectra of both the fcc solid and the relatively closed-packed liquid

may be quite similar. Measurements by Krishnan and Nordine [10] support this view; they

measured the absorption spectrum in liquid Al at T= 1550 K to be very similar to that

of the heated solid. As they noted however, this result was somewhat surprising: The

absorption spectrum of the cold solid possesses a strong peak at h̄ω ∼ 1.5 eV, known to

result from transitions between nearly parallel electronic bands [7, 8]. In the liquid, one

might have expected these detailed band featured to be washed out, giving rise to a Drude-

like spectrum with no peaks at nonzero frequencies. More recent measurements by Kandyla

et al. [11] indicate that the liquid and the heated solid do indeed have notably different

spectra. These researchers found the spectrum of liquid Al to be devoid of the peaks seen
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for the fcc phase, in contradiction to the Krishnan and Nordine result. In addition, a recent

calculation [12] of the T -dependent optical absorption spectrum of Al using classical MD

for the ions and an empirical pseudopotential treatment for the electronic states predicts a

Drude-like optical spectrum for the liquid while reproducing the measured T -dependence of

the spectrum of the solid [13].

All of the aforementioned studies address ambient pressure. Another reason for the inter-

est in the optical response of heated materials is the possibility of using optical measurements

as an in situ diagnostic for phase change in a shock experiment. Considering the case of Al,

if the absorption spectra of the solid and the liquid were quite different at the conditions

of shock melting, the precise point along the compression path corresponding to the phase

transition could be identified. Though the absorption spectrum of Al at elevated pressures

has been investigated both experimentally and theoretically [14–16], the highest pressures

were well below the shock-melting pressure (∼ 125 GPa) and the studies were confined to

room temperature.

In this work, we present ab initio calculations of the linear optical absorption spectrum

of heated Al at ambient pressure and at the pressure and temperature corresponding to

what is believed to be shock-melting conditions (P ∼ 125 GPa, T ∼ 5000 K). In both cases,

we compute the fcc solid and liquid spectra and show that even for identical conditions of

density and temperature, solid and liquid spectra show marked differences. We therefore

conclude that the measurement of optical spectra in the visible and near-UV during a shock

experiment would enable the determination of the onset of shock-melting. This could be

an attractive way of observing phase change in a dynamic high-P experiment, since the

technical challenges of fielding a time-resolved in situ x-ray diffraction diagnostic are still

formidable [17].

II. COMPUTATION OF σ1(ω)

In order to compute the spectrum of heated Al, we must average over ionic configurations

corresponding to the appropriate (P ,T )-conditions. We produce these configurations with ab

initio Born-Oppenheimer molecular dynamics (BOMD) based on density functional theory

(DFT)[18]. The question of the size of the periodic MD cell is an important one. The study

of Ref.[12] using empirical methods showed that fewer than 10 uncorrelated configurations
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of a 32-atom cell were needed to converge the optical spectrum of the heated fcc solid; the

liquid was found to require still fewer configurations of the same size. Our studies using ab

initio electronic structure techniques reveal the same dependences. In this study, we have

used both a 32-atom cell and a 108 atom cell and have assessed the effect of size on the

optical conductivity. We did not find a qualitative difference in the optical conductivities

calculated with the 32-atom cell and with the 108-atom cell. However, the fluctuations in

the optical spectra from snapshot to snapshot were slightly larger with the 32 atom cell

indicating a small yet visible size effect with this cell. Therefore, in this paper, we only

present the results obtained with the 108-atom cell, although the data produced with the

32-atom cell leads to the same conclusions.

Ab initio BOMD simulations were performed with the Qbox code [19]. The Al pseu-

dopotential was chosen to be of the Troulier-Martins form [20] with s,p-nonlocal and d-local

channels. We used 2 (folded) Chadi-Cohen special k-points [21] appropriate for fcc for the

sampling of the electronic states and a plane-wave energy cutoff of 20 Rydbergs in the

self-consistent field calculations to determine the electronic charge density for each ionic

configuration. We examined the convergence of the ionic forces as a function of k-point

sampling, and found that the Chadi-Cohen two special k-points[21] provides the same level

of convergence as an 8×8×8 Monkhorst-pack grid, while a single off-Γ sampling such as the

Baldereschi point [22] exhibits larger discrepancy from the 8 × 8 × 8 Monkhorst-pack grid,

although it shows significant improvement over Γ-point sampling. A time-step of 1.5 fs and

a velocity-scaling thermostat with a response time of 100 fs was used when performing the

MD for the ions. Snapshots with which we computed the optical response were taken 1.5 ps

apart, which we deemed to be sufficient for generating uncorrelated ionic configurations. We

left the thermostat on during the computation of the ionic snapshots; detailed comparison of

the radial distribution function, g(r), and diffusion constant, determined with and without

the thermostat showed a negligible effect on the ion dynamics. In all of these simulations,

the electronic temperature was set equal to the ionic temperature.

For each snapshot, the real part of the long-wavelength frequency-dependent optical con-

ductivity, σ1(ω), was calculated with the random-phase approximation (RPA) expression for
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σ derived from a Kubo-like response formula [23],

σ1(ω) = lim
q−→0

2e2ω

Ωq2

∑
c,v,k

| < v,k|e−iq·r|c,k + q > |2δ(Ec(k+q)−Ev(k)−h̄ω)[fv(k)−fc(k+q)].

(1)

Here, v and c denote conduction and valence bands, E are the quasiparticle band energies

for the electrons, f are their Fermi-Dirac thermal occupation numbers, k and q are crystal

momenta, and Ω is the system volume. Note that this approach involves summing over

transitions between single-electron states, and therefore neglects excitons and other multi-

particle excitations. Electronic states were computed using the LDA with the PWscf code

[24] with the Perdew-Zunger parameterization of the exchange-correlation potential [25].

The pseudopotential used to calculate the optical conductivity was exactly the same as the

one used to perform the BOMD. Also, since we use LDA electronic states for E(k) and |k >,

we neglect quasiparticle self-energy corrections. This LDA-RPA treatment is known to work

well for predicting the linear optical response of Al at ambient pressure and low temperatures

[26], since metallic screening suppresses self-energy (and excitonic) effects. We expect the

treatment to work equally well for the higher temperatures we consider here. Indeed, our

highest temperatures are still well below the Fermi temperature, and even if they had been

quite a bit higher, it is likely that LDA/GGA would have worked even better [27].

In order to render accurately the prominent peak in the absorption spectrum of the fcc

solid phase, it is necessary to use a very large number of k-points in the sum of Eq.1 [12, 26].

We used a 32× 32× 32 k-point mesh for our solid snapshot calculations at 300K, while for

the higher temperatures, a 24 × 24 × 24 k-point mesh was sufficient to obtain a converged

spectrum. In a related point, we represented the δ-function of Eq.1 as a Gaussian with σ=

0.1 eV (FWHM of 0.2355 eV).

To reduce the computational effort, we employed the optimal basis set approach to inter-

polating the LDA electronic states and corresponding matrix elements throughout the first

Brillouin zone [28]. Our recent implementation of this approach accurately reproduces the

electronic states and energies for large supercells at any k-point, based only on explicit LDA

calculations at the zone center (k = 0). In this formalism the electronic Hamiltonian matrix

elements are polynomials in k. This is advantageous for explicit evaluation of the limit in

Eq. 1 using the identity:

lim
q→0

[Ec(k + q)− Ev(k)]
〈vk|e−iq·r|ck + q〉

q
= 〈uvk|

dH(k)

dk
|uck〉 (2)
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where |unk〉 = e−ik·r|nk〉 are the periodic components of the Bloch functions. The derivative

of the Hamiltonian can be evaluated explicitly at a given point without resorting to numerical

differentation using finite q. We have confirmed that this k-space interpolation scheme

produces a band structure and an optical spectrum which are essentially identical to those

of the standard scheme. With supercell calculations at finite temperature, we computed the

band dispersions for a few select k-vectors in the first Brillouin Zone using both schemes;

comparisons between the two showed excellent agreement (the mean square deviation was

negligibly small on the energy scale of interest).

We note that to estimate σ1(ω) at a small ω, one may use a Drude approximation to

represent the intra-band transitions, containing a phenomenological broadening parameter

and an accurate estimate of the plasma frequency [29]. We do not use this approach here

since at high temperature, the elastic electron-ion scattering arising from the thermally

disordered lattice (already included in our supercell calculations) is expected to dominate

the contribution to σ1(ω) in the Drude regime.

Finally, in performing calculations on Al at different temperatures and pressures, we must

appeal to an existing equation of state (EOS) for Al to determine the volume per atom, V ,

for each (P, T ). A first-principles calculation of the finite-temperature EOS of Al has been

published in the literature[30]. In this work, since our focus is to investigate the optical

spectrum of Al under pressure and at high temperature, we use the best available experi-

mental and phenomenological information regarding Al EOS in the literature instead. For

the ambient pressure calculations, we extract V as a function of T from the measured equi-

librium density and thermal expansion coefficient [31]. For the liquid at ambient pressure,

we use the measured T -dependent liquid density of Ref.[32]. These same choices were made

in an earlier theoretical study [12]. For the simulations addressing the conditions of shock-

melting, we use the theoretical multiphase EOS for Al developed at Los Alamos National

Laboratory [33]. This EOS was developed using a combination of experimental results and

ab initio calculations and it was designed to reproduce both the measured melt curve and

the pressure-volume relation along the principal shock Hugoniot. We note that this EOS

produces a V (P = 0, T ) in excellent agreement with the aforementioned ambient-pressure

data as well. With this EOS we compute the (P, T )-point where shock melting is predicted

to occur: P = 125 GPa and T = 5000 K. Then we determine V corresponding to these

conditions for both the solid and the liquid phase.
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III. RESULTS AND DISCUSSION

Figure 1 shows our computed optical conductivity of heated Al for P = 0 (T =

300, 550, 750, 950 K), and P = 125 GPa (T = 5000 K). For the P = 0 cases, the vol-

ume per atom was taken from experiment [31, 32], as we mentioned above; for the P = 125

(shock melting) case, the volume per atom was taken to be 9.5 Å3/atom, as determined by

the LANL Al EOS [33]. Note that while the solid and liquid volumes at the shock-melt

point are sure to be different (they are predicted to be different by about 3 percent in the

EOS we used [33]), we chose to use the same volume per atom for the solid and liquid

calculations at P = 125 GPa and T = 5000 K. This volume was chosen to be between the

predicted solidus and liquidus volumes at the point of shock-melting as calculated by the

LANL EOS. In this way, we look only at the effect of disordering in the shock-melt case.

Each spectrum consists of two lines corresponding to the minimum and the maximum

values of σ1(ω) taken from approximately 10 uncorrelated ionic configurations (see Fig. 1).

We see that the liquid spectra could have been computed with a single ionic configuration

(and perhaps with fewer k-points). Nevertheless, our use of very conservative values for these

parameters ensures that any features present in the LDA-RPA spectra of hot Al would have

been resolved, since these values are required to converge the spectrum of the T = 300 K

fcc solid [12].

For P = 0, we see that the spectrum of the solid evolves with temperature in a manner

equivalent to that shown in the experimental work of Ref.[13] and the earlier semi-empirical

theoretical study [12]: The peak at ∼ 1.5 eV broadens while moving to slightly lower energy

as T is increased [34]. In addition, the dip at ∼ 1 eV fills in, leaving only a shoulder in the

hot solid in the neighborhood of melting (Tmelt= 938 K). In agreement with Ref.[12], the

liquid spectrum shows no such shoulder. Thus, hot fcc and liquid Al at the same temperature

show a markedly different linear optical spectrum. This conclusion is in contrast to the early

experimental work of Krishnan and Nordine [10], but is in agreement with the more recent

experimental study of Kandyla et al. [11].

For the shock-melt conditions, the peak in the solid is centered at an energy above 2 eV,

consistent with lower-T calculations and measurements at elevated pressures [14, 15]. Of

note is the fact that our predicted difference between solid and liquid spectra at the point of

melting on the principal Hugoniot is even more pronounced than it is at ambient pressures.
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Solid: T=300K, P=0GPa
Solid: T=550K, P=0GPa
Solid: T=750K, P=0GPa
Solid: T=950K, P=0GPa
Liquid: T=950K, P=0GPa
Solid: T=5000K, P=125GPa
Liquid: T=5000K, P=125GPa

FIG. 1: The optical conductivity, σ1(ω), of Al at various (P, T ) conditions. For each (P, T ) point,

maximum and minimum values for σ1 were taken from ten ionic configurations separated from

each other by δt = 1.5 ps. With the liquid at (P = 125 GPa, T = 5000 K), the variation in σ1(ω)

between different ionic configurations is negligibly small, therefore the lines corresponding to the

minimum and the maximum practically coincide.

Again, the liquid spectrum is featureless and Drude-like, and the solid spectrum at the same

density and temperature has a broadened but still prominent peak. This allows us to suggest

that the in situ measurement of optical properties during the course of a shock experiment

performed on Al may be able to diagnose melting.

Returning again to ambient pressures, we note that changes to the optical spectrum

arising from elevated electron temperature are distinctly different from those arising from

elevated ion temperature: Since the parallel bands responsible for the interband transition

peak at around 1.5eV span a wide energy range (see for example Ref. [7, 8, 16]), raising

the electron temperature up to even 20000 K with the lattice temperature at 300 K does

not change the peak position, although the peak height is somewhat suppressed (see Fig.

2). This indicates that, as far as Al is concerned, σ1(ω) is a good measure of lattice disorder

and therefore ion temperature, even in the case of laser-heated targets where Telectron could

be significantly higher than Tion for some time [35].

Our calculations addressing the shock-melt case assume that the system is in thermal

equilibrium on both sides of the transition. In addition, the fact that we have appealed to

an EOS implies that the transition is not overdriven due to kinetics. These assumptions
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FIG. 2: The optical conductivity, σ1(ω), of fcc Al at T = 950K (purple lines) is compared to the

those at Tion = 300K with elevated electron temperatures, Tele = 10000K and Tele = 20000K,

to demonstrate that the smearing of the interband transition peak due to an elevated electron

temperature is different from that due to thermal lattice disorder. The σ1(ω) for Tion = Tele = 300

K is also plotted as a reference. The different results for Tion = 300K were calculated from the same

ionic configuration. The small configuration dependence, seen in Fig. 1., would not substantively

affect these results.

may not be justified in reality, since the material may remain in a super-heated solid phase

for some time. Even in this case, we argue that since our results show that solid and liquid

possess qualitatively distinct spectra due to the different nature of the ion disorder in both

phases, time-resolved measurement of the optical reflectivity in the 1 - 3 eV photon energy

range should facilitate the determination of the shock-induced phase transformation time

[36].

IV. CONCLUSIONS

We have computed the linear optical absorption spectrum of heated Al in the visible and

near-UV using ab initio electronic structure methods. Atomic positions were determined by

performing ab-initio molecular dynamics for a periodically-repeated cell of 108 atoms with

two special k-points. For each MD snapshot used, the spectrum was calculated with the

RPA with single-electron states determined by self-consistent LDA calculations on a dense

k-point grid. Two pressures were considered: P = 0 and P = 125 GPa. In the ambient-
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pressure case, we computed the spectrum for temperatures ranging from 300 K to 950 K. For

950 K, both solid and liquid were considered. We found the spectrum for photon energies

from 0.5 - 2 eV to be notably different for hot solid and liquid Al, in agreement with

earlier semi-empirical calculations [12] and a recent experiment [11], but in disagreement

with earlier experimental results [10]. We studied the P = 125 GPa, T = 5000 K case to

address shock-melting. Here we found an even more notable difference between hot solid

and liquid spectra, though the spectral features are pushed to higher photon energies. The

pronounced difference between the optical properties of Al just above and below melt in the

neighborhood of shock melting allows us to suggest that in situ time-resolved measurements

of the optical spectrum could provide a reliable diagnostic for the precise onset of melting.
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